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2.SM.1 Part 1

2.SM.1.1Geophysical relationships and constraints
2.SM.1.1.1Reduced complexity climate models

T h éModél for the Assessment of Greenhouse Gas Induced Climate @litg@ICC6, Meinshausen et

al., 2011), is a reduced complexity carbemgcle, atmospheric composition and climate model that has been
widely used in prior IPCC Assessments and policy literature. This model is used with its parameter set as
identical to that employed in AR5 for backwards corifgilitiy. This model has been shown to match
temperature trends very well compared to CMIP5 mao@&itins et al., 2013; Clarke et al., 2014)

The &inite Amplitude Impulse Resporés@d-AIRv1.3, Smith et al., 2018nodel is similar to MAGICC but

has even simpler representations of the carbole @nd some atmospheric chemistty.parameter sets are
based on AR5 physics with updated methane radiative fo(Eitmginan et al., 2016)T'he FAIR model is a
reasonable fit to CMIP5 modébr lower emission pathways but underestimates the temperature response
compared to CMIP5 models for RCP83nmith et al., 2018)it has been argued that its néatm temperature
trends are more realistic than MAGIQCeach et al., 2018)

The MAGICC model is used in this reptuotclassify the different pathways in terms of temperature thresholds

and its results are averaged with the FAIR model to support the evaluation of #8&nkamcing contribution

to the remaining carbon budget. The FAIR model is less establishedlitethtire but can be seen as being

more up to date in regards to its radiative forcing treatment. It is used in this report to help assess the uncertainty
in the pathway classification approach and also used to support the carbon budget evaluatior?2(Segctib
2SM.11.2).

The section analyses geophysical differences between FAIR and MAGICC to help provide confidence in the
assessed climate response findings of the main report (Sections 2.2 and 2.3).

There are structural choices in how the modelate emissions to concentrations and effective radiative
forcing. There are also differences in their ranges of climate sensitivity, their choice of-cachon
parameters, and how they are constrained, even though both models are consistent witlydsk ®xamall

their temperature trends are similar for the range of emission trajectories (Figure 2.1 of the main report).
However, differences exist in their ngarm trends, with MAGICC exhibiting stronger warming trends than
FAIR (see Figure &M.1). Leach et al. (2018Iso note that that MAGICC warms more strongly than current
warming ratesBy adjusting FAIR parameters to match those in MAGICC, more than half the difference in
mean neaterm warming trends can be traced to parameter choices. anneg differences are due to
choices regarding model structure (FiguréN\2.1).

A structural difference exists in the way the models transfer from the historical period to the future. The setup
of MAGICC used for AR5 uses a parametrisation that issiwaimed by observations of hemispheric
temperatures and ocean heat uptake, as well as assessed ranges of radiative forcing consistent with AR4
(Meinshausen et al., 2009From 1765 to 2005 theetup used for AR5 bases forcing on observed
concentrations and uses emissions from 2006. It also ramps down the magnitude of volcanic forcing from 1995
to 2000 to give zero forcing in future scenarios, and solar forcing is fixed at 2009 values iruteelfut
contrast, FAIR produces a constrained set of parameters from emissions runs over the historic period (1765
2017) using both natural and anthropogenic forcings, and then uses this set to run the emissions model with
only anthropogenic emissions fibre full period of analysis (1765110). Structural choices in how aerosol,
CHsand NO are implemented in the model are apparent (see FigBM.2). As well as a weakeCH,

radiative forcingMAGICC also has a stronger total aerosol effective radifbinegng that is close to the AR4

best estimate ofL..2 Wm? for the total aerosol radiative forcifgorster et al., 2007As a result its forcing is

larger than either FAIR or the AR5 best estimate (Figus®12), although its median aerosol forcing is well

within the IPCC rangéMyhre et al., 2013)The difference in BD forcings between the models result both

from a slightlydownwardsrevised radiative forcing estimate for®lin (Etminan et al., 2016and the
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treatment of how the models account for natural emissions and atmospheric lifetirs@. ofH¢ stronger
aerosol forcing and its stronger recovery in MAGICC has the largest effect etermadrends, wittCH,and
N20 also contributing to stronger warming trends in the MAGICC model.

TCRE differences between the models are an informative illustration of pheametric differences.
(Figure2.SM.3). In their setups used in this report, FAIR has a TCRE median 6f0(385% range of 0.25

to 0.57°C) per 1000 GtCand MAGICC a TCRE median of 0.4Z (5 95% range of 0.13 to 1.02°C) per

1000 GtCQ. When directly used for the estimation of carbon budgets, this would make the remaining carbon
budgets considerably larger in FAIR compared to MAGICC. As a result, rather than to use their budgets
directly, this report bases its budget estimate on the HRSE likely (greater than 1I@84%) range of 0.2 to

0.7°C per 1000 GtC{Collins et al., 2013jsee Sectio2.SM.11.2).
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Figure 2.SM.1:Warming rates per decade for MAGICC (dark blue), FAIR (sky blue) and FAIR matching the

MAGICC parameter set (light blue) for the scenario dataset used in this report. Bars represent the mean of regression
slopes taken over each decade (years 0 to 9) éoaso median temperature changes, over all scenarios. The black

bars show the standard deviation over the set of scenarios.
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Figure 2.SM.2 Time series of MAGICC (dark blue dashed) and FAIR (sky blue-datfled) effective radiative forcing
for an exanple emission scenario for the main forcing agents where the models exhibit differences. AR5 data is from
Myhre et al (2013) exteneéd from 2011 until the end of 2D1with greenhouse gas data from NOAA/ESRL
(www.esrl.noaa.gov/gmd/ccgg/trendipdated radiative forcing approximations for greenhouse ¢atainan et al.,
2016)and extended aerosol forcing followifigyhre et al., 2017)

The summary assessment is that both models exhibit plausible temperature responses to emissions. It is too
prematue to say that either model may be biased. As MAGICC is more established in the literature than FAIR
and has been tested against CMIP5 models, the classification of scenarios used in this report is based on
MAGICC temperature projections. Therem&dium onfidencan this classification and the likelihoods used

at the boundaries could prove to underestimate the probability of staying below given temperatures thresholds
if nearterm temperatures in the applied setup of MAGICC turn out to be warming toglgtrélowever,

neither model accounts for possible permafrost melting in their setup used for this report (although MAGICC
does have a setting that would allow them to be incl§8etineider von Deimling et al., 2012, 20150

biases in MAGICC could cancel in terms of their effect on {tamg temperature targets. The veracity of these
reduced complexity climate models is a substantial knowledge gap in the overall assessment of pathways and
their temperature thresholds.

The differences between FAIR and MAGICC have a substantial effect on their remaining carbon budgets (see
Figure 2SM.3), and the strong neterm warming in the specific MAGICC setup applied hgmeach et al.,
2018)may bias its results to smaller remaining budgets (green line on Fig@Me32. Likewise, the relatively

small TCRE in FAIR (compared to ARS5) might bias its results to higher remaining bdgatge line on

Figure 2SM.3). Rather than using the entire model response, only the contribution-Gaavarming from

each model is used, using the method discussed next.
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AR5 TCRE 16-84% range adjusted for non-CO, warming
[ ARS TCRE 33-67% range adjusted for non-CO, warming
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Figure 2.SM.3: This figure follows Figure 2.3 of the main report with twdraxines on each showing FAIR (orange)
and MAGICC (green) results separately. These additional lines show the full model response averaged across all
scenarios and geophysical parameters.

2.SM.1.1.2  Methods for assessing remaining carbon budgets

First, the basis for the median remaining carbon budget estimate is described based on MAGICC and FAIR
nonCO, warming contributions. This is then compared to a simple analysis approach. Lastly, the uncertainty
analysis is detailed.

2.SM.1.1.2.1 Median remaining carbon budget basis

This assessment employs historical net cumulativeed@ssions reported by the Global Carbon Prdjeet
Quéré et a).2018) They report 21701 GtCQ emitted between 1 January 1876 and 31 December 2016.
Annual CQ emissions for 2017 are estimated at about 41+4 @y€Q.e Quéré et al., 201§V ersion 1.3
accessed 22 May 2018). From 1 Jan 2011 until 31 December 201 djtionatl290 GtCQ(270-310 GtCQ,

1s range) has been emittéde Quéré et al., 2018)

In WG1 AR5, TCRE was assessed to have a likely range of 0.22°C t€(681000 GtC® The middle of
this range (0.4%C per 1000 GE0O,) is taken to be the best estimate, although no best estimate was explicitly
defined(Collins et al., 2013; Stocker et al., 2013)

TCRE is diagnosed from integrations of climatedels forced with C®emissions only. However, also the
influence of other climate forcers on global temperatures should also be taken into account (see Figure 3 in
Knutti and Rogel{2015)
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The Reference Noe@O, Temperature Contribution (RNCTC) is defined as the median future warming due to
nonCO; radiative forcing until the time of neeroCO; emissions. The RNCTC is then removed from-pre
defined levels of futurgpeak warming Y"¥ 4 4 petween 0.3 to 1.2 °C. The @Only carbon budget is

subsequently computed for this revised set of warming leYéks 4 ¢’ Y 0 6 "Y6

In FAIR, the RNCTC is defined as the difference in temperature between two experiments,comalhvh
anthropogenic emissions are included and one whereGidgmissions are included, using the constrained
parameter set. Parallel integrations with matching physical parameters are performed for the suite of 205
scenarios in which CQOemissions beame net zero during the 2tentury. The not€O, warming from a
20062015 average baseline is evaluated at the time in whiche@@ssions become net zero. A linear
regression between peak temperature relative t0-2006 and not€O, warming relative t®20062015 at
the time of net zero emissions is performed over the set of 205 scenarios (Fadd).2The RNCTC acts

to reduce th&"¥ z A an amount of warming caused by #08. agents, which also takes into account
warming effects of nol€O; forcing on the carbouycle response . In the MAGICC model the #00;
temperature contribution is computed from the-Q effective radiative forcing time series for the same
205 scenarios, using the AR5 impulse response fun@gdlghre et al., 2013)As in FAIR, the RNCTC is then
calculated from a linear regrésis of norCO, temperature change against peak temperature.
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Figure 2.SM.4: Relationship of RNCTC with peak temperature in the FAIR and MAGICC models. The black line is the linear
regression relationship between peak temperature and RNCTC. The dashstdiwahe quantile regressions at
the 5th and 95th percentile.

Table2.SM.1presents th€O, only budgets for different levels of future warming assuming both a normal
and a lognormal TCRE distribution, where the overall distribution matches & Ikely TCRE range of

0.2°to 0.7°C per 1000 GtGOrable2.SM.2presents the RNCTC values for different levels of future warming
and how they affect the remaining carbon budget for the individual models assuming the normal distribution
of TCRE. These are then averaged and rounded to give the numbers presentedimc¢hapter (Table 2.2).

The budgets are taken with respect to the PRO85 baseline for temperature and 1 January 2018 for
cumulative emissions. In the main report (Section 2.2), as well as in T8Mel2the estimates account for
cumulative CQemissons between the start of 2011 and the end of 2017 of about 290.GtCO
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Table 2.SM.1Remaining carbon dioxide only budget in GtG@m 1.1.2018 for different levels of warming from 2006
2015 for normal and legormal distributions of TCRE based on the5Akkely range. 290 GtCg&has been removed to
account for emissions between the start of 2011 and the end of 2017. The assessed warming fi®@0L&52006
2015 is about 0.87°C with-d uncertainty range af0.12°C.

Normal distribution Lognormal digribution
CQonly Remaining TCRE 0.35 TCRE 0.45 TCRE 0.55 TCRE 0.30 TCRE 0.38 TCRE 0.50
budgets (GtC) °C per °C per °C per °C per °C per °C per
1000GtC® 1000GtCQ® 1000GtCQ® 1000GtCQ 1000GtCQ® 1000GtCQ
Additional warming
from 20052015 °C TCRE 33% TCRE 50% TCRE 67% TCRE 33% TCRE 50% TCRE 67%
0.3 571 376 253 709 487 315
0.4 859 598 434 1042 746 517
0.5 1146 820 615 1374 1005 718
0.6 1433 1042 796 1707 1265 920
0.63 1519 1109 851 1807 1342 980
0.7 1720 1264 977 2040 1524 1122
0.8 2007 1486 1158 2373 1783 1323
0.9 2294 1709 1339 2706 2042 1525
1 2581 1931 1520 3039 2301 1726
11 2868 2153 1701 3372 2560 1928
1.13 2955 2219 1756 3472 2638 1989
1.2 3156 2375 1882 3705 2819 2130

Table 2.SM.2:Remaining carbon dioxide budget frdinl.2018 reduced by the effect of ARG, forcers. Budgets are

for different levels of warming from 2008015 for a normal distribution of TCRE based on the AiR&8ly range of

0.2°C t0 0.7°C per 1000 GtG®90 GtCQ has been removed to account for emissions between the start of 2011 and the
end of 2017. This method employed the RNCTC estimates e€@nemperature change until the time of net 2e€»
emissions.

MAGICC FAIR
Remaining carbon
budgets (GtCg)
Additional warming | MAGICC FAIR
from 20062015 °C | RNCTCC  TCRE 33% TCRE 50% TCRE 67% RNCTCC TCRE 33% TCRE 50% TCRE 67%
0.3 0.14 184 77 9 0.06 402 245 146
0.4 0.15 434 270 166 0.08 629 421 289
0.5 0.16 681 461 322 0.10 856 596 433
0.6 0.18 930 654 480 0.12 1083 772 576
0.63 0.18 1005 712 527 0.13 1152 825 619
0.7 0.19 1177 845 635 0.14 1312 949 720
0.8 0.20 1427 1038 793 0.16 1539 1125 863
0.9 0.22 1674 1229 948 0.18 1766 1300 1006
1 0.23 1924 1422 1106 0.20 1993 1476 1149
11 0.24 2171 1613 1262 0.22 2223 1653 1294
1.13 0.25 2246 1671 1309 0.23 2201 1707 1338
1.2 0.26 2421 1806 1419 0.25 2449 1829 1437
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2.SM.1.1.2.2 Checks on approach

A simple approach to infer the carbon budget contribution fromGOnforcers has been proposed based on
global warming potential and is found to hold for a wide range of mitigation scelAlies et al., 2018)
This is based on an empirical relationship between peak temperature, TCRE, cumulatigmi€bns
"Q o), NonCO; forcing Y'Q ,.q 0»and he Absolute Global Warming Potential of €& GWP C O )
over time horizorH, taken to be 100 years:

SJ"\ﬂeakTCRE Qo2 YQoao2 TGAGWPCO (1)

This method reduces the budget by an amount proportional to the changeG@iamcing. To determine

this norCO; forcing contribution, a Reference N&O; Forcing Contribution (RNCFC) is estimated from
the MAGICC and FAIR runs. The RNCFC is definedYad ,.g 04n €g. (1) which is a watgermetre
squared difference in the n@0O; effective radiative forcing between the 20 years before peak temperature is
reached and 1998015. This provides an estimate of the @@, forcing contribution to the change in carbon
budget. A similar calculation was performed for aerosol forcingpiati®n ¢"Q J fo show that the weakening
aerosol forcing is the largest contributor to the smaller carbon budget, comparedC©,thrly budget.

A GWP values are taken from ARBAyhre et al., 2013and the resultant remaining carbon budgets given
in Table 2SM.3. This method reduces the remaining carbodget by 1091 GtC{per Wm? of nonCO;
effective radiative forcing (with a 5% to 95% range of 886 to 1474 @tAWese results show good agreement

to those computed with the RNCTC method from Tab&We2, adding confidence to both methods. The
RNCFCmethod is approximate and the choice of periods to use for averaging forcing is somewhat subjective,
so the RNCTC is preferred over the RNCFC for this assessment.

Table 2.SM.3:Remainirg carbon dioxide budgets from 1.1.2018 reduced by the effect e€@aiforcers calculated by

using a simple empirical approach based on@@a forcing (RNCFC) computed by the FAIR model. Budgets are for
different levels of warming from 2008015 and for a normal distribution of TCRE based on the AR5 likely range of
0.2°Cto 0.7°C per 1000 GtC0O290 GtCQ has been removed to account for emissions between the start of 2011 and the
end of 2017.

FAIR
Remaining
budgets (GtCg)
Additional warming FAIR
from 20062015 °C RNCFONm?) TCRE 33% TCRE 50¥ TCRE 67%
03 0.191 363 168 45
04 0.211 629 368 204
05 0.232 893 568 362
0.6 0.253 1157 767 521
0.63 0.259 1237 827 568
0.7 0.273 1423 967 680
08 0.294 1687 1166 838
0.9 0.314 1952 1366 997
1 0.335 2216 1566 1155
11 0.356 2481 1765 1314
1.13 0.362 2560 1825 1361
1.2 0.376 2746 1965 1473

2.SM.1.1.2.3 Uncertainties

Uncertainties are explored across several lines of evidence and summarised in Table 2.2 of the main report.
Expert judgement is both used to estimate an overall uncertainty estimaite @stimate to remove

100GtCGQ; to account for possible missing permafrost and wetlands feedbacks (see Section 2.2). The
uncertainty in the warming to the base period (18900 to 20062015) estimated in Chapter 1 is 0.87°C

with a©0.12 °Clikely (1-s) range affects how close warming since preindustrial levels is th3R€ and
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2°Climits, so the remaining budgets for a range of future warming thresholds between 0.3°@dhbe
preseriday are analysed. The uncertainty in 2QBL5 warming compared 1850 1900 relates to a +250
GtCO: uncertainty in carbon budgets for a best estimate TCRE

A measure of the uncertainty due to variations in the consistent level-@@omitigation at the time net
zero CQ emissions are reached in pathwaysis aeatys by a
peak temperature against its corresponding median RNCTC (evaluated with the FAIR model),'for the 5
median and 95percentiles of scenarios. A variation of approximately +0.1°C around the median RNCTC is
observed for median peak temperatures between 0.3 and 1.2°C above tA8I®D@gan. This variation is
equated to a £250 GtG@ncertainty in carbon budgets for adi@ TCRE estimate of about 0.45°C per

1000 GtCQ. An uncertainty 0f400 to +200GtCQ; is associated with the ng2O; forcing and response.

This is analysed from a regression Bfamd 953" percentile RNCTC against"@and 9% percentile peak
temperatue calculated with FAIR, compared to the median RNCTC response. These uncertainty
contributions are shown in Table 2.2 in the main chapter

guantil e

regression

The effects of uncertainty in the TCRE distribution was gauged by repeating the remaining budget estimate
for a lognormal distribution of the AR%kely range. This reduces the median TCRE from 0.45 °C per 1000
GtCO: to 0.38°C per 1000 GtCsee Table ZM.1.1). Table 2SM.1.4 presents these remaining budgets

and shows that around 200 Gtg&@uld be added to the buelgoy assuming a legormallikely range. The
assessment and evidence supporting either distribution is discussed in the main chapter

Table 2.SM.4:Remaining carbon dioxide budget from 1.1.2018 reduced by the effect-@@pforcers. Numbers are
differences between estimates of the remaining budget made with therlogl distribution compared to that
estimated with a normal distribution of TCRE based on the W®8S/ range (see Tab2SM.1). 290 GtCQ has been
removed ® account for emissions between the start of 2011 and the end of 2017. This method employed the FAIR
model RNCTC estimates of ndlO, temperature response.

Remaining
budgets (GtCg) Lognormal minus normal TCRE distribution
Additional warming
from TCRE 33% TCRE 50% TCRE 67%
20062015 °C
0.3 110 89 50
0.4 146 118 66
0.5 183 148 82
0.6 219 177 99
0.63 230 186 103
0.7 255 207 115
0.8 291 236 131
0.9 328 265 148
1 364 294 164
11 400 324 180
1.13 411 333 185
1.2 436 353 197

Uncertaintiesn past CQ emissions ultimately impact estimates of the remaining carbon budgets for 1.5°C
or 2°C. Uncertainty in C@emissions induced by past lande and langover changes contributes most,
representing about 240 Gtg®om 1870 to 2017. Yet, this gartainty is substantially reduced when

deriving cumulative C@emissions from a recent period. The cumulative emissions from thé 2%
reference period to 2017 used employed in this report are approximately 299v@tiCE&N uncertainty of

about 20 GE0..
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2.SM.1.2Integrated Assessment Models

The set of procedsasedntegrated assessment modéfgMs) that provided input to this assessment is not
fundamentally different from those underlying the IPCC AR5 assessment of transformation pathways
(Clarke et al., 2014and an overview of these integrated modelling tools can be found there. However, there
have been a number of model developtasince AR5, in particular improving the sectorial detail of IAMs
(Edelenbosch et al., 2017bhe representation of solar and wind endf@eutzig et al., 2017; Johnson et al.,
2017; Luderer et al., 2017; Pietzcker et al., 20®W® description of bioenergy afmbd productiorand
associated sustainability tradéfs (Havlik et al., 2014; Weindl et al., 2017; Bauer et al., 2018; Frank et al.,
2018) the representation of a larger portfolio of carbon dioxide rem{@EIR) technologiegChen and
Tavoni, 2013; Marcucci et al., 2017; Strefler et al1818), the accounting of behavioural change
(McCollum et al., 2016; van Sluisveld et al., 2016; van Vuuren et al., 20it8¢nergy demand
development$Edelenbosch et al., 204,%; Grubler et al., 2018Rnd the modelling of sustainable
development implication@&van Vuuren eal., 2015; Bertram et al., 201.8pr examplerelating to wateuse
(Bonsch et al., 2014; Hejazi et al., 2014; Fricko et al., 2016; Mouratiadou et al., 2016,s2@#8} to clean
water and saniten (Parkinson et al., 201,/naterials uséPauliuk et al., 2017energy accegameron et
al., 2016) ar quality (Rao et al., 2017pandbioenergyuseandfood securityFrank et al., 2017,

Humpendder et al., 20185urthermoe, since AR5, a harmonised model documentation of IAMs and
underlying assumptions has been established within the framework of the EU ADVANCE, mnojestade
available athttp://www.fp7-advance.eu/content/modgébcumentation

2.SM.1.2.1Short introduction to the scope, use and limitations of integrated assessment modelling

IAMs are characterised by a dynamic representation of coupled systems, including energy, land, agricultural,
economic and climate systelifWeyant, 2017)Theyare glolal in scope, antypically cover sufficient

sectors and sources of greenhouse gas emissions to praf@cpogeniemissions and climathangeand

identify consistency of different pathways witng-term goals of limiting warming to specific levels

(Clarke et al., 2014)AMs can be applieth a forwardlooking manner to explore internally consistent
sociceconomieclimate futures, often expolating current trends under a range of assumptions or using
counterfactual Aino policyd assumptions tdhegener at
can also be usdd a backcasting mode to explore the implications of climate polglg and climate

targets for systems transitions and Amamedium term actiorin most IAM-based studies, both

applications of IAMs are used concurreniGlarke et al., 2009; Edenhofetal., 2010; Luderer et al., 2012;
Kriegler et al., 2014, 2015b, 2016; Riahi et al., 2015; Tavoni et al., 2B&B)etimes the class of IAMs is

defined more narrowly as the subset of integrated pathway models with an economic core and equilibrium
assumptions on supply and demand, although-aguilibrium approaches to integrated assessment

modeling exist(Guivarch et al., 2011; Mercure et al., 20118Ms with an economic core describe
consistentpricg uant i ty rel ati ons hi g acommoditegerellytreflestsifss ha d ow
scarcity in the given setting. To this end, the price of greenhouse gas enesseygsgn IAMs reflects
therestriction of future emissiorigposed by a warming lim{ICrosschapter Bo)s in Chapter 2Section
2.SM.12.2). Suchprice needs to be distinguished from suggedtaatls of emissions pricing imulti-

dimensional policy contexts that are adapted to existing market environments and often include a portfolio of
policy instrumentgSection 2.5.2(Stiglitz et al., 2017)

Detailedprocess IAMs thatlescribe energland transitions on process levedre critically differenfrom
stylized costenefit IAMs that aggregate such processes into stylized abatement cost and climate damage
relationslips to identify cosbptimal responses to climate charfgéeyant, 2017)A key component of cost
benefit IAMs is the representation of climate damages which leasdebated in the recent literature
(Revesz et al., 2014; Cai et al., 2015; Lontzek et al., 2015; Burke et al., 2016; Sternlni2®&6)neantime,
new approaches and estimat@simproving the representation of climate damages are emdin@aiget al.,
2014; Burke et al., 2015, 2018; Hsiang et al., 2@Chpapter3 Box 3.6) A detailed discussion of the
strengths and weaknesses of dmmefit IAMs is provided in AR§Clarke et al., 2014; Kolstad et al., 2014;
Kunreuther et al., 2014¥ee als&€CrossChapterBox 5 in Chapter 2 The assessment of 1.5%0nsistent
pathways in Chapter 2 reliestirely on detaileghrocess IAMsTheselAMs have so fararelyattempted a
full representation of climate damages on s@tionomic systenf®r mainly three reasons: a focus on the
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implications of mitigation goals for transition pathwd@arke et al., 2014}the computational challenge
represent, estimate and integrate the complete range of climate impaqgtsocess levéWarszawski et al.,
2014) and ongoing fundamental research on measuring the breadth and depttbaf-physical climate
impactscan affecsocietal welfaréDennig et al., 2015; Adler et al., 2Q1Hallegatte and Rozenberg, 2017)
While some detailegrocess IAMs account for climate impacts in selected sectors, e.g. agriculture

( St evanovi thes1AMsdo not take iitd & dount climate impacsvelsole in their pathway
modelling.1.5°C and 2°@onsistent pathways available to this rep@ncedo not reflect climate ipacts

and adaptation challenges ol 1.5°C and 2°C, respectively. Pathway modelling to date is also not able to
identify socieeconomic benefits of avoided climate damages between-tditsistent pathways and
pathways leading to higher warming levelse$é limitations arenportant knowledge ga{Section 2.6)

and subject of active researd@ue to thse limitations the use of the integrated pathway literature in this
report is concentrated dhe assessmenf mitigation action to limit warming to 1.8 while the assessment
of impacts and adaptation challenges in 1.5°C warmer worlds relies on a different body of literature (see
Chapters 3 to 5).

The use of IAMs foclimate policyassessments has been framed in the context of setutanmted
assessents(Edenhofer and Kowarsch, 2015; Beck and Mahony, 2013 approach emphasizes the
exploratory nature of integrated assessment modelling to produce scenarios of internally consistent, goal
oriented futuresThey describe a range of pathwapst achievéongterm policy goalsandat the same

time highlight tradeoffs and opportunities associated with different courses of adtios literature has

noted however that such exploratory knowledge generation alfwwre pathways cannot beompletely
isolated from societal discourse, value formation and decision making and therefore needs to be reflective of
its performativecharacteEdenhofer and Kowarsch, 2015; Beck and btah 2017) Thissuggestan
interactive aproachwhich engages societeéhlues andiser perspectives in the pathway production process
It also requiresransparendocumentation of IAM frameworks and applicatied€nable users to
contextualizgpathwayresults in the assessment procasggrated assessment modelling resaagsessed in
AR5 were documented in Annex Il of ARKrey et al., 204b), and this Annexims todocument théAM
frameworkgthat fed intahe assessment of 1.5%0nsistent pathways in Chapter 2 détieport. It draws

upon increasedfforts to extenéind harmonizéAM documentations(Section2.SM.1.2.5). Another

important aspect for the use of IAMs in solutiormented assessments is trust building in their applicability
and validity.The literature has discussed approaches to IAM evalugidmwanitz, 2013; Wilson et al.,

2017) including modetiagnosticqKriegler et al., 2015a; Wilkerson et al., 2015; Craxton et al., 284d)
comparison with historical developmefi@ilson et al., 2013; van Sluisveld et al., 2015)

2.SM.1.2.2Economicsand Policy Assumptionsn IAMs

Experiments with IAMs most often create scenarios under idealised policy conditions which assume that
climate change mitigation measures are undertaken where and when they are the most Efte&tvet

al.,2014) Such O6idealised i mplementat iGHGémissiangim ari os a
implemented across all countries, all economic sectors, and rises over time through 2100 in a way that will
minimise discounted economic costs. Bmissiongricereflects marginal abatement coatw is often

used as proxy of climate polig costs (see Section 2.5.3cenarios developed under these assumptions are
often referfroesd 6t-efrfaacctvise@adtscenari os because they
global mitigation costs when assuming that global markets and ecormpeiede in a frictionless, idealised

way (Clarke et al., 2014; Krey et.aP014b) However, in practice, the feasibility (s€eossChapterBox 3

in Chapter 1 of a global carbon pricing mechanism deserves careful consideration (see CHapter 4

Scenarios from idealised conditions provide benchmarks for policy makeies deviations from the

idealized approaches capture important challenges for-saxnical and economic systems and resulting

climate outcomes.

Model experiments diverging from idealised policy assumptions aim to explore the influence of policy
barriersto implementation of globally cosiffective climate change mitigation, particularly in the near term.
Such scenarios are often referred to as e eboensdt 6 s ¢ einchude| fay imstancg, lfi)érggmented

1 FOOTNOTE:http://www.fp7-advance.eu/content/moegbcumentation
Do Not Cite, Quote or Digribute 2SM-13 Total pages100



ApprovalSession Chapter 2 Supplementary Material IPCC SR1.5

policy regimes in which some regions champion immediate climate mitigation action (e.g. 2020) while other
regions join this effort with a delay of one or more decdGéarke et al., 2009; Blanford et al., 2014;

Kriegler et al., 2015hYii) prescribed neaterm mitigation efforts (until 2026r 2030) affer which a global

climate target is adoptdtuderer etal., 2013, 2016; Rogel] et al., 2@t Riahi et al., 2015)or (iii)

variations in technology preferences in mitigation portfoledenhofer et al., 2010; Luderer et al., 2012;
Tavoni et al., 2012; Krey et al., 2014a; Kriegler et2014; Riahi et al., 2015; Bauer et al., 2017, 2018)

Energy transition governaneelds a further layer of potential deviations from @fgtctive mitigation

pathways and has beshown to lead to potentially different mitigation outcorfiesitnevyte et al., 2015;
Chilvers et al., 2017; Li and Strachan, ZpX5overnance factors are usually not explicitly accounted for in
IAMs.

Pricing mechanisms in IAMs are often augmented by assumptions about regulatory and behavioural climate
policies in the nearto mid-term(Bertram et al., 2015; van Sluisveld et al., 2016; Kriegler et al., 2Uh8)
choice of GHG price trajectory xhieve a prelefined climate goalaries across IAMs and can affect the
shape of mitigabn pathways. For example, assuming exponentially increasing@ihg to stay within a
limited CQ, emissions budget is consistent with efficiency considerations in an idealized economic setting,
but can lead to temporary overshoot of the carbon butigathion dioxide removdCDR technologiesare
available. The pricing of ne@0O, greenhouse gases is often pegged te [@0ing using their global

warming potentials (mostly GWR) as exchange rates (S8mssChapterBox 2 in Chapter L This leads to
stringent abatement of ndbiO, gases in the mediuo longterm, but also incentivizes continued
compensation of these gasesGi)R even after their full abatement potential is exploited, thus contributing
to thepattern ofpeakng and decliing temperatees in manymitigation pathways.

The choice of economic discount rate is usually reflected in the increase of GHG pricing over time and thus
also affects the timing of emissions reductions. For example, the deployment ofictgritsive abatement
options like renewable energy can be pushed back by higher discountAitesnake different

assumptions ahlu the discount rate, with mawy them assuming social discount rate of ca. 5% per year
(Clarke et al., 2014)n a survey of modelling teams contributing scenarios to the database for this
assessment, discount rate assumptions varied between 2%/year and 8%/year depending on whether social
welfare considerationsr the representation of markattor behaviour is given larger weigBome I1AMs
assumeiked charge rates that can vary by setdaking into account that private actorsuiq shorter time
horizons to amortize their investmemhe impact of the choice of discount rate on mitigation pathways is
underexplored in the literaturk general, the choice of discount rate is expected to have smaller influence
on lowcarbon technology deployment schedules for tighter climate targdisyaleave less flexibility in

the timing of emissions reductions. However, the introduction ofdsecgke CDR options might increase
sensitivity again. It was shown, for example, that liongterm CDR option like direct air capture with CCS
(DACCS) is ntroduced in thenitigation portfolio, lower discount rates lead more earlyabatement and

less CDR deploymerfChen and Tavoni, 2013lf discount ratevary across regions, with higher costs of
capital in developing countries, industrialized countries mitigate more and developing countries less at
higher overall mitigation costsompard to a case with globally uniform discountifiger et al., 2015)

More work is needed to study the sensitivity of the deployment schedule-o&tban technologies tbé
choice of the discount ratelowever, as overall emissions reductions need to remain consistent with the
choice of climate goal, mitigation pathways from detailed prebased IAMs arstill lesssensitive to the
choice of discount ratdnancostoptimal pathways frorsostbenefit IAMs (see Box 6.1 i€@larke et al.
2014)which have tobalanceneartermmitigationwith long-termclimate damageacross timg¢Nordhaus,

2005; Dietz and Stern, 2008; Kolstad et al., 2014; Pizer et al., g84ellCros€hapter BoXs in Chaptep).

2.SM.1.2.3Technology assumptions and transformation modelling

Although modelbased assessments project drastic near, medium antetomgransformations in 1.5°C

scenarios, projections also often struggle to capture a number of hallmarks of transformative change,
including disruption, innovation, and nonlinear cheunghuman behavioRockstrom et al., 2017)

Regular revisions and adjustments are standard for expert and model projections, for example, to account for
new information such as the adoption of the Paris Agreemests @nd deployment of mitigation

technologies will differ in reality from the values assumed in theckditury trajectories of the model
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results. CCS and nuclear provide examples of wherewadd costs have been higher than anticipated
(Grubler, 2010; Rubin et al., 201&hile solar PV is an example where readrld costs have been lower
(Creutzig et al., 2017; Figueres et al., 2017; Haegel et al., 28a&h developments will affect thav-
carbon transitioffior achieving stringent mitigation targets. This shows the difficulty of adequately
estimatingsocial and technological transitions and illustrates the challenges of producing scenarios
consistent with a quickly evolving mark@ussams and Leaton, 2017)

Behavioural and institutional frameworks affect the market uptake of mitigation technologies and socio
technical transitions (see Chaptef)4These aspects -@volve with technology change and determine,
among others, the adoption and use oféanrbon technologig€larke et al., 2014)which in turn can affect
both the design and performance ofiges(Kolstad et al., 2014; WonrBarodi et al., 2016pPre
determiningtechnological change in models can preclude the examination of policies that aim to promote
disruptive technologieStanton et al., 2009)n addition, knowledge creation, networks, business strategies,
transaction costs, microecan decisioamaking processes and institutional capacities influence (no
regret) actions, policy portfolios and innovation processes (and vice (sadaca et al., 2013; Lucon et

al., 2014; Patt, 2015; Worarodi et al., 208; Geels et al., 2017however, they are difficult to capture in
equilibrium or cosminimisation modebased framework@ aitner et al., 2000; Wilson and Dowlatabadi,
2007; Ackerman et al., 2009; Urggorsatz et al., 2009; Mundaca et al., 2010; Patt et al., 2010; Brunner and
Enting, 2014; Grubb et al., 2014; Patt, 2015; Turnheim et al., 2015; Geels et al., 2017; Rockstréom et al.,
2017) It is argued that assessmentatttonsider greater engser heterogeneity, realistic market behaviour,
and eneuse technology details can address a more realistic and varied mix of policy instruments, innovation
processes and transitional pathwéysge-Vorsatz et al., 2009; Mundaca et al., 2010; Wilson et al., 2012;
Lucon et al., 2014; Li et al., 2015; Trutnevyte et al., 2015CMium et al., 2016; Geels et al., 2013p

cal l ed O6r eb o u nbdhavioardtihaaged partiaily mffset polices) such as consumers putting
less effort into demand reduction when efficiency is improgesGapturel to a varying and in marcases

only limited degreén IAMs.

There are also substantiariationin mitigation optiongepresented in IAM¢see Sectio2.SM.12.6)

which depend, on the one hand,tba constraints of individual moldeg frameworks and on the other hand
onmodel developmerdecisionsnfluencedbynod el | er s & b el {Sectios 2.a12fFurthear e f er e
limitationscan arise on the system level. For exampéglgoffs between material use for energy versus

other uses are not fully capturednranylAM s (e.g. petroleum for plastics, biomass for material
substitution) An important consideration for the analysis of mitigation potential is the choice of baseline.
For examplelAMs often assume, in line with historical experience, that economic growt$ tead

reduction in local air pollution as populations become richer (i.e. an environmental KuznetgRaove)

al., 2017) In such cases, the mitigation potential is small because reference emissiaisethdbtaccount

this economic development effect are already low in scenarios that see continued economic development
over their modelling time horizon. Assumptions about reference emissions are important because high
reference emissions lead to high géved mitigation potentials and potential overestimates of the actual
benefit, while low reference emissions lead to low perceived benefits of mitigation measures and thus less
incentive to address these important climate and air pollui@stsrey et al., 2011; Shindell et al., 2012;
Amann et al., 2013; Rogel;j et al., 2014; Shah et al., 2015; Velders et al., 2015)

2.SM.1.2.4Land use and bioenergy modelling in IAMs

The IAMs used in the land use assessment in this chapter and that are based on(fPeppS®sl., 2017;
Riahi et al., 2017all include an explicit land modéiThese land models calculate the supply of food, feed,
fiber, forestry, and bioenergy produ¢see also Chapter 2 Box 2.The supply depends on the amount of
land allocated to the particular good, as well as the yielthéogood. Different IAMs have different means
of calculating land allocation and different assumptions about, yidiath is typically assumed to increase

2FOOTNOTE: Therem other IAMs that do not include an explicit land use representation. These models use supply
curves to represent bioenergy; that is, they have an exogenously specified relationship between the quantity of
bioenergy supplied and the price of bioenergyesehmodels include land use change emissions in a similar manner,
with the amount of emissions depending on the amount of bioenergy supplied. For some of these models, LUC
emissions are assumed to be zero, regardless of the amount of bioenergy.
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over time reflecting technological progress in the agricultural séme(Popp et al., 2014pr examples).

In these models, the supply of bioenergy (including BECCS) depends on the price and yield of bioenergy,
the policy environment (e.g., any taxessabsidizes affecting bioenergy profits), as well the demand for

land for other purposeBominant bioenergy feedstocks assumed in IAMs are woody and grassy energy
crops (29 generation biomass) in additionto resid@® me model s i mpbempptoachf o
where food demands are met before any land is allocated to bioenergy. Other models use an economic land
allocation approach, where bioenergy competes with other land uses depending on prof@abiiitgtition
between land uses depend strormiysocieeconomic drivers such as population growth and food demand,

and are typically varied across scenarios. When comparing global bioenergy yields from IAMs with the
bottomup literature, care must be taken that assumptions are compambiedepthassessment of the

land-use components of IAMs is outside the scope of this Special Report.

In all IAMs that includea land model, thland-use change emissions associated with these changes in land
allocation are explicitly calculated. Most IAMs useamrtounting approach to calculating land use change
emissions, similar to Houghtqhloughton et al., 2012Yhese models calculate the difference in carbon

content of land due to the conversion from one type to another, and thenteatttat difference across time

in some manner. For example, increases in forest cover will increase terrestrial carbon stock, but that
increase may take decades to accumulate. If forestland is converted to bioenergy, however, those emissions
will enter he atmosphere more quickly.

IAMs often account for carbon flows and trade flows related to bioenergy separately. That is, IAMs may
treat bioenergy as fAcarbon neutrald in the energy
bioenergy. Havever, these models will account for dagpd-use change emissions associated with the land
conversions needed to produce bioenergy. Additionally, some models will separately track the carbon uptake
from growing bioenergy and the emissions from combudtiognergy (assuming it is not combined with

CCS).

Table 2.SM.5:Land-use typeslescriptions as reported in pathways (adapted from the SSP database:
https://tntcat.iiasa.ac.at/Ssppb/

Land use type Description/examples

Energy crops Land dedicated to second generation energy crops. (e.g., switchgrass, miscanthu
growing wood species)

Other crops Food and feed/fodder crops

Pasture Pasture land. All categories of pasture landt only highquality rangeland. Based on
FAOQ definition of "permanent meadows and pastures"

Managed forest Managed forests producing commercial wood supply for timber or energy but alsg
afforestation (note: woody energy crops are reported under "energy crops"”)

Naturd forest Undisturbed natural forests, modified natural forests and regrown secondary fores

Other natural land Unmanaged land (e.g., grassland, savannah, shrubland, rock ice, desert), excludi
forests

2.SM.1.2.5Contributing modelling framevork reference cards

For each of the contributing modelling frameworks a reference card has been created highlighting the key
features of the model. These reference cardsitirer based on information received from contributing
modelling teams upon submission of scenarios to the SR1.5 database, or alternatively drawn from the
ADVANCE IAM wiki documentation, available dtttp://www.fp7advance.eu/content/moelel
documentatiopand updated. These reference cards are provided & qatis Supplementary Material
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Table 2.SM.6:Overviewof representation of mitigation measures in the integrated pathway literature, as submitted to the database suppptirglikigets of inclusion have

been elicited directly from contributing modelling teams by means of a questionnaire. The talsléhghreported data. Dimensions of inclusion are explicit versus implicit, and
endogenous or exogenous. An implicit level of inclusion is assigned when a mitigation measure is represented by aapmexyiika abatement cost curve in the AFOLU sector

without modelling individual technologies or activities. An exogenous level of inclusion is assigned when a mitigatioa im@asyrart of the dynamics of the modelling

framework but can be explored through alternative scenarios.

Levels ofinclusion

Model names

=
Explicit Implicit o (% %
— =
Endogenou A C i 9 o189 = o
Exogenous T 2 S| 2 Z| e 22
9 vk B D LL N R A - | Z| o |:| o | wm < | s
IR 4«22 T lalZS|lz|s|o|@W|QlC & |
AR AR R R IEIF I EE:
E Not represented by model N wis|lo|o|o wis|=z|o
Fla|Qlw|<|2|2|< Il |x|0ln2|=|T|E
S w|0|x|z|0|W|W|cx E 5 1 |S|uju|\wjojw|2|E
IlalololalololololWjW|j=z|=2|=2|5[5|S|ale|[nl2
Demand side measures
Energy efficiency improvements in energy end uses (e.g., appliances in buildings, engines in trans
S A|lA|C/DIA|D/B|D|/B/AJA/A/A|A|C|C|B|C|C|B|C
Electrification of transport demand (e.g., electric vehicles, electric rail) AlA|IA DIAIAIBIAIA|IA|A|/A|/A{A|C|IA|IA|A|A|B|A
Electrification of energy demand for buildings (e.g., heat purelestric/induction stoves) AlA|IA/ DI A/AIB|AIDIA|A|C|C|A|IC|IA|A|A|C|B|C
Electrification of industrial energy demand (e.g., electric arc furnace, heat pumps, electric boilers,
conveyor belts, extensive use of motor control, induction heating, industriabluisecrowave heating) AIAICIDIAICID|AIDIAJAICICIAICIA|AICICI/BE
CCS in industrial process applications (cement, pulp and paper, iron steel, oil and gas refining,chd A| E|A| D| D{A|E|E|C|A|A|E|  E|A|E|[A|A|E|A|B|C
Higher share of useful energy in firalergy (e.g., insulation of buildings, lighter weight vehicles,
O2YoAySR KSFHG IyR LBGSN 38ysNy Gazys RriaannogC|E|C|DJ|AIC D DICIB B DDIAICIAIAIAIC D|E
Reduced energy and service demanihiiustry (e.g., process innovations, better control) c/ c/lc/lbjcicic/bbjB|B|C|C|B|C|C|B|B|C|C|D
Reduced energy and service demanduridings(e.g., via behavioural change, reduced material and f
space demand, infrastructure and buildings configuration) c¢ccpcccpbccbbcCcccBBCCE
Reduced energy and service demantramsport (e.g., via behavioural change, new mobility business
models, modal shift in individual transportation, eddving, car/bikesharing schemes) cil¢cicbjciAB|DB|B|C|CCICICIC|B/B/CICE
Reduced energy and service demanihbernational transport (international shipping and aviation) A EIA|D DIA|C|E|B|B|B|C|C|C|C|B|B|/A|D|C|E
Reduced material demand via higher resource efficiency, structural change, behavioural change ar
materialsubstitution (e.g., steel and cement substitution, use of locally available building materials) AlE/E/DDD/ICEDBBEEDBEDBECCE
Urban form (incl. integrated esite energy, influence of avoided transport and buildingenergydemay E| E| E| D| D| E| E|D| E|B|E|D|D|E|E|E|B|E|E|C|E

Do Not Cite, Quote or Distribute 2A-17

Total pages100




ApprovalSession

Chapter 2° Supplementary Material

IPCC SR1.5

Levels ofinclusion

Model names

Explicit

Implicit

Endogenoug A

C

Exogenous B

D

E Not represented by model

Switch from traditional biomass and solid fuel use in the residential sector to modern fuels, or enha|

combustion practices, avoiding wood fuel

Dietary changes, reducing meainsumption

m|{ > [IEAWEM

Substitution of livestockased products with plarbased products (cultured mead)gaebasedfodder)

Food processing (e.g., use of renewable energigjency improvements, storage or conservation)

Reduction of food waste (incl. reuse of food processing refuse for fodder)

WOO|> O AM

m{m{m{mf > BET

m|{m|m|m| > [COPPEOFFEE

OU|0U|0|0| U |GCROADS
m|m|m|T| O [DNE21+
O|m|{m[>| T GCAM 4.2
m|m|m|m| m [GEME33.0

m|m|m|m| > |GENESYSmod 1.0

m|m|{m|{w@| > [GRAPE 1.0
mioO|(m|{m| > ([EAETP

m|o

mimim|im| m [MACLIM 1.1

mim|m|m| m [MACLIM NL

W m|@ @[ > [MAGE 3.0

mim|m|m| m [MERGETL 6.0

W|(m m|w| > IMESSAGELOBIOM

(0| m|w| > IMESSAGERLOBIOM

m|m|{m|w|  [POLES

W O m|w| T REMINEMAgGPIE

mimim|m| © [Shell WEM vi1
m{m|m|{m| > WITCH

Supply side measures

Decarbonisation of electricity:

Solar PV

Solar CSP

Wind (onshore and offshore)

Hydropower

Bio-electricity, including biomass €aing

Nuclear energy

Advanced, small modular nuclear reactt@signs (SMR)

Fuel cells (hydrogen)

CCS at coal and ghed power plants

Ocean energy (incl. tidal and current energy)

Hightemperature geothermal heat

>m>mim>>> > m>
W m{>mm>>>>m>

0|00/ 0|0/0 00000
O|O|®@ m|m|t| 0t @ | m|t
m{Em|>m|>>>>>>

mm|>|m|m>>>>|>>
mm|>|m|m>>>>>>
W m|>>m>>w > >>
mm{>|>|> > > > > > >

mm|>> m>>> > > >

mm|>> m> > > > > >

Decarbonisation of norelectric fuels:

Hydrogen from biomass or electrolysis

1st generation biofuels

2nd generation biofuels (grassy or woody biomass to liquids)

Algae biofuels

Powerto-gas, methanisation, synthetic fuels

Solar and geothermal heating

m|m{m{>|>|m
m{oO|(m{>|m|>

> >z >z (M>>I >

0|0|0|0|0|0

m{>m{>>|> >m>|>m>>> > m>
mmm>E|Z> (Z2m>Z2EEE> >

WmmOi@m

> > 0> m>

mimm|>|>> [>m|>|>m|>|> > > m|>
>mm|>> > (B> 0>>>>> >
> W OIZ|IB 0O (BB 0Z > >>> >

mimm{m||m

m{m|m|>|3>|m
mim|m|>(3>|>
m{>m|>>|>

B> m|B>w> (Bm>>mEE > >
B> m|>|w> [Bmm>mE>>> > >
ZImm|BB> (B> > > m> B> > >

> (mim|>|w| >

> m>>>> (O mE>0>>>>>>

m|m|m{3>[3>|m
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Levels ofinclusion Model names
=
Explicit Implicit g (23 %
Endogenous A C o 3 o) g S 'E':J o
L £ [ ©lalx o | >
Exogenoug B D L IR "4 Z|lo| 2| @|E <|s
Ol9 o> Sls|is|leo|lmgle|o 5| U
ol Ilglo|lwlE|lE|S|S|w % << |0l 22T
E Not represented by model s |- ARIRIEIEEE :':J i 21212 BloIY|S S|
x W || o =
Z|28[518| 8 |6|6|6luju|ls|s|S|S(E[5|2/F|&5]s
Nuclear process heat EIE|E|D|IE|E|E|E|E|A|A E|E|E|E|A|A  E|E|C|E
Other processes:
Fuel switching and replacing fossil fuels by electricity in@s®lsectors (partially a demassitle measure] A | A| C|D|A|A|B|A|A|A| A/ C|C|A|(C|IA|A|/A|lA A B
Substitution of halocarbons for refrigerants and insulation C E|E/IDIE/IC|IC|E|E|E|E|E|IEIA|E|A|JA|/A|D| E|C
Reduced gas flaring and leakage in extractive industries C EIA/ID DICIC|IE|E|IEJA|E|E|C|E|B|B|A|C|D|D
Electrical transmission efficiency improvements, including smartgrids BIE|CID/AE|E|E|IE|B|/B|E|E|B|C|E|E|E|E|B|E
Gridintegration of intermittent renewables EIE|CIDIA|C/E|CIDIAJA|E|E|C|C|C|C/IA|A|D|C
Electricity storage EIEIA/IDIA|CIE/IA|EIA|C E|IE|C|CIA[A/A[A E|C
AFOLU measures
Reduced deforestation, forest protection, avoidiedest conversion Al EIA/D BIAIEIE|IB|D DIE|E|B/EfAJA|B|B|D|C
Forest management C EIE/ID E/ICIE|IE|C/D D EIEIB|EJA|A|B|E|D|C
Reduced land degradation, and forest restoration C EIDIDIEIE|IE|IE|C|ID/ DIE|E|B|E|E|E|B|C|D|E
Agroforestry and silviculture EIE|D D E|IE|EIEIE|ID D|IE|E|E|E|E|E|E|E|E|E
Urban and pefirban agriculture and forestry EIE|E|D E|E|E|IE|E|D| D E|E|E|E|E|E|E|E|E|E
Fire management and (ecological) pest control C EIDIDIE/IC E|IE|E|ID/ DIE|E|E|E|E|E|E|E|E|E
Changing agricultural practices enhancing smibon C E|lE/IDIE|IEIEIEIEID/ D|E|E|E|E|E|E|B|E|D|E
Conservation agriculture EIE|E|D|E|E|E|E|E|D|D E|E|E|E[A|A|E|E|E|C
Increasing agricultural productivity A EIA/ID/IA/IB/E|E|B/D DI EIA/B|E|IA|A|E|A|D|C
Methane reductions in rice paddies C E/IC/DIC/ICIC|IE|C|D/DIE|IC|C|E|A|A|B|C|D|C
Nitrogen pollution reductions, e.g., by fertilizer reduction, increasing nitrogen fertilizer efficiency,
sustainable fertilizers C/IE|C/D|CICIC EED D/ EJAIC EIAIAIB| C D C
Livestock and grazing management, for example, methaneaamdonia reductions in ruminants throug
feeding management or feed additives, or manure management for local biogas productiontoreply C | E | C C|C|C|E|C EIACIEIA|A B{C|D|C
traditional biomass use
Manure management C ElCDlC|IC|C/E|CID DIE|C|C|E|IA|JA|E|C|E|C
Influence on land albedo of land use change EIEIE|IDIE|E|E|E|E|D/ DIE|E|IE|E|E|E|E|D|D|E

Carbon dioxide (greenhouse gas) removal
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Levels ofinclusion

Model names

Explicit Implicit
Endogenous A C
Exogenous B D
E Not represented by model

Biomass use for energy production with carbon capture and sequestBiBECS) (through combustio
gasification, or fermentation)

Direct air capture and sequestration (DACS) of g chemical solvents and solid absorbents, with
subsequent storage

Mineralization of atmospheric G&hrough enhanced weathering of rocks

Afforestation / Reforestation

Restoration of wetlands (e.g., coastal and plketdrestoration, blue carbon)

Biochar

Soil carbon enhancement, enhancing carbon sequestration in biota and soils, e.g. with plants with
carbon sequestration potentigalso AFOLU measure)

Carbon Capture and Usag€CU; bioplastics (blmased materials replacing fossil fuel uses as feedsto
in the production of chemicals and polymers), carbon fibre

Material substitution of fossil G@vith bio-CQ in industrial application (e.g. the beverage industry)

Ocean iron fertilization

Ocean alkalinisation

Removing CEIN:O and halocarbons via photocatalysis from the atmosphere

mim{m{m|m| m{m|m{>/m| m|>[AM

mimim|m| m | m m{mim{m| m | > BET

mim{m{m|m| m|m|m{>|m| m | > COPPEOFFEE
mO|O|0O| 0| O |O0g0|Ol O | O |CROADS

mimm{m m| m mim>m m (3 DNE21+
mmmo| O m mm>m m [> GCAM42
mim{mm| m | m m{mm|m m | m GEME33.0

m{m{m{m| m|{ m |m{m|m|m| m | m GENESYSmod 1.0

mimim|m|{m | m (m|m{>{m| m | > GRAPE 1.0

mim{m{m| > | m |m|m|m{m| m | > [EAETP

mim|{m{m| @ | m |m|m|m|{m| m | > [EAWEM

mimim|m{m | m (mimm{m| m | > [IMACLIM 1.1

mmmm m! mim/m/mlim|l m | > [IMACLIM NL

m{mim{m{>| m|m{m|@/m| m | > MAGE 3.0

mmmm m! mim/mmml > | > MERGETL 6.0

mim{m{m|m| > m|m[>|m| m | > MESSAGELOBIOM

mim{m{m|m| > m|m|>|m| m | m MESSAGEXLOBIOM

mim{m|m|{m| @ mm{w{m| m | > POLES

mim{m{m|m| O [m{m{> m| > | > REMINEMAgPIE

mimim{m{> | m|m{m9O/m| m | O [Shell WEM v1

mimim|m| m | m [m{m{>(m| m | > WITCH
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2.SM.1.30verview of SR1.5scenario databasecollected for theassessent in the Chapter

The scenario ensemble collectadhe context of this reporepresents an ensemble of opportunity based on
available published studies. &submitted scenarios cover a wide range of scenario types and thus allow
exploration of a wide range of questions. For this to be possible, however, critical scenario selection based
on scenario assumptions and setup is requii@dexample, as part die¢ SSP framework, a structured
exploration of 1.5°C pathways was carried out under different future socioeconomic developments

(Rogelj et al., 2018)This allows to determine the fractionsafccessful (fesible) scenarioper SSPgTable
2.SM.7), an assessment which cannot be carried out with a more arbitrary ensemble of opportunity

Table 2.SM.7:Summary of models (with scenarios in the database) attempting to create scenarios witbfan end
centuryforcing of 1.9W mi?, consistent with limiting warming to below 1.5°C in 2100, and related SPAs. Notes: 1=
successful scenario consistent with modelling protocol; 0= unsuccessful scenario; x= not modelled; 0*= not attempted
because scenarios for a 2.6 WP target were already found to be unachievable in an earlier study-S5RFor a

more stringent 1.9 W faradiative forcing target has thus not been attempted anew by many modelling teams. Marker
implementations for all forcing targets within each SSHratieated in blue. Sourc€Rogelj et al., 2018)

Reported scenario
Model Methodology SSP1 | SSP2 | SSP3 | SSP4 | SSP5
SPAl SPA2 SPA3 SPA4 SPA5
AIM General Equilibrium (GE) 1 1 0* 0 0
GCAM4 PartialEquilibrium (PE) 1 1 X 0 1
IMAGE Hybrid (system dynamic modelg 1 1 o* X X
and GE for agriculture)

MESSAGE Hybrid (systems engineering PH 1 1 o* X X
GLOBIOM model)
REMIND General Equilibrium (GE) 1 1 X X 1
MAgPIE
WITCH General Equilibrium (GE) 1 1 0 1 0
GLOBIOM

2.SM.1.3.1 Configuration of SR1.5 scenario database

The Integrated Assessment Modelling Consortium (IAMC), as part of its ongoing cooperation with Working
Grouplll of the IPCC, issued a call for submissions of scenarids5°Cglobal warming and related

scenarios to facilitate the assessment of mitigation pathways spéumlreport This database is hosted by

the International Institute for Applied Systems Analysis (IIASA)t#b://data.ene.iiasa.ac.at/srl@gdpon

approval of thigeport, the database of scenarios underlying this assessment will also be published.

Computer scripts and tools used to conduct the analysis and generate figures are also available for download
from that website.

2.SM.1.3.1.LCriteria for submission to the scenario database

Scenarios submitted to the database were required to either aim at limiting warming to 1.5°C or 2°C in the
long term, otto provide context fosuch scenarios, for examptarrespondingNDC and baseline scenarios
without climate policy. Model results should constitute an emissions trajectory over time with underlying
sociakconomic development until at least the year 2050 generated by a fieoohall such as a dynamic
systems, energigconomy, partial or general equilibrium or integrated assessment model.

Theend ofthe 2%centuy i s r ef er r e dh the contextsof thislscemago conwitatinm. For
models with time horizons shortelatin 2100, authors and/or submitting modelling teams were asked to
explain how they evaluated their scenario as being consistent with 1.5°C in the lorigltienately,
scenarios that only covered part of thé& 2éntury could only to gery limited degreébe integrated in the
assessment, as the longerm perspective was lackinGubmissions of emissions scenarios for individual
regions and specific sectors were possible, but no such scenarios were received.
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Eachscenaricsubmissionrequireda supportingpublication in a peéfeviewed journathat wasaccepted

until 15 May 2018. Alternatively, the scenario must have been published by the same date in a report that has
been determined by IPCC to be eligible grey literatuize Table 2SM.9). As part of he submission

process, the authors of the underlying modelling team agreed to the publication of their model results in this
scenario database.

2.SM.1.3.1.2Historical consistency analysis of submitted scenarios

Submissions to the scenario database were compared to the following data sources for historical periods to
identify reporting issues.

Historical emissions database (CEDS)

Historical emissions imported from t@mmunity Emissions Data System (CEDS) fistdfical Emissions
(http://www.globalchange.umd.edu/cedsave been used aseference and for use in figurean Marle et

al., 2017; Hoesly et al., 2018}listorical NO emissions, which are not included in the CEDS database, are
compared against the RCP datab#&si{//tntcat.iiasa.ac.at/RcpDb/

Historical IEA World Energy Balances and Statistics
Aggregated historical timgeries of the energy system from the IEA World Energy Balances and Statistics
(revision 2017) were used as a reference for validation of submitted scenarios and for use in figures.

2.SM.1.3.1. ¥ erification of completeness and harmonization for climate impact assessment

Categoriing scenarios according to their lotgym warming impactequires reportedmissions timeeries
until the end of the centuif the following speas:CO, from energy and industrial processes, methane,
nitrous oxide and sulphufhe longterm climate impact could not be assesseddenarios not reporting
these speciesindthese scenariogerehencenot included in any subsequent analysis.

For thediagnostic assessment of the climate impact of each submitted scenario, reported emissions were
harmonized to historical values (base year 2010) as provided in the RCP database by applying an additive
offset, which linearly decreased until 2050. For-@f» emissions where this method resulted in negative
values, a multiplicative offset was used instead. Emissions other than the required species that were not
reported explicitly in the submitted scenario were filled from R6BMeinshausen et al., 208;lvan

Vuuren et al., 2011tp provide complete emissions profiles to MAGICC and FAIR (see sezi.11).

The harmonization and completion of A@ported emissions was only applied to the diagnostic assessment

as input for the climate impact using MAGICC and FAIR. All figures and analysis used in the chapter
analysisarebased on emissions as reportedbytlted el | i ng teams, exc@®pt for ¢
emi ssi ons, inThahle2lBMd.12i z e d O

2.5M.1.3.1.4/alidity assessment of historical emissions for aggregate Kyreenhouse gases

The AR5 WGIII reportassessed Kyoto greenhouse g4€44G)in 2010 tofall in the range of14.553.5
GtCOelyr using the GWRo-metric from the IPCGGecond Assessment Repdks part of the diagnostics,
the Kyoto GHG aggregatiomasrecomputed using GW according to SAR, AR4 and AR5 for all
scenarios thatrovided sufficient level of detail for their emissions. A total of 33 scenarios from three
modelling frameworks showed recomputed Ky@idG outside thgear2010rangeassessed by the AR5
WGIII report These scenarios were excluded from all analysieafterm emissions evolutionm
particular in Figure2.6,2.7 and 2.8, and Table 2.4

2.SM.1.3.1.Flausibility assessment of nerm development
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Submitted scenarios were assessed for the plausibility of theitareadevelopment acroasnumber of
dimensions. One issue identifiagredrastic reductiosof CO, emissions from the landse sector already

in 2020. Given recent trends, this was considered implausible and all scenarios from the ADVANCE and
EMF33 studies reporting negati@, emissions from the landse sector in 2020 were excluded from the
analysis throughout this chapter.

2.SM.1.3.1.8Mlissing carbon price information

Out of the 132 scenarios limiting global warming to 2°C throughout the ge(segTable 2SM.8), atotal

of twelve scenarios submitted by three modelling teams reported carbon prices of 0 or missing values in at
least one year. These scenarios were excluded from the analysis.in Sediah Rigure 2.26 in the

chapter.

2.SM.1.3.2Contributions to the SR1.5 database bydeling framework

In total, 19 modelling frameworks submitted 529 individual scenarios based manuscripts that were published
or accepted for publicatidoy 15 May 2018(Table 2SM.8).
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Table 2.SM.8:Overview ofsubmitted scenarios byiodellingframework, including the categorization according to the
climate impat (cf. Section2.SM.1.4) andoutcomes of validity and nederm plausibility assessment of pathwégs
Section2.SM.13.1).

a »
3 3 |5 | =
O 0 7 2| »|2-|328| £
c c @ =| & E
S | SO0 50 (9| 9P| o| &| 5 |a6|ER| E
I R I = A B © g | 6§55l L] 3
- O = O = = (] %] o D 8 o) ~
= |o2|oE| ¢ 2] 3| e|s |88 035 8
319|925 8| 8|2 |2 07| €
o | wg s | 9 F | | 5| 5|05 22| &
R 5% g |8 &
3 | =
=
AIM 6 1 24 10 49 90 90
BET 16 16
C-ROADS 2 1 2 1 6 6
DNE21+ 21 21
FARM 13 13
GCAM 1 2 1 3 16 23 24 47
GEM-E3 4 4
GENeSYSMOD
GRAPE 18 18
IEA ETP 1 1
IEA World Energy Model 1 1 1
IMACLIM 7 12 19
IMAGE 7 4 6 9 35 61 61
MERGE 1 1 3 3
MESSAGE 6 11 13 22 58 58
POLES 4 7 9 3 9 37 37
REMIND 2 11 17 16 16 31 93 93
Shell World Energy Model 1 1
WITCH 1 4 7 2 25 39 39
Total 9 44 37 74 58| 189 | 411 14 80 24| 529
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2.SM.1.3.30verviewand scopef studiesavailable in SR1.5 database

Table 2.SM.9:Recent studiemcluded in the scenario databdkat this chapter draws upon and their key foci
indicating which questions can be explored by the scenarios of edclistu T h e
fi S c eanitariadescsbedarsSeatich.SM. I34. The siumbes etween brackets

submi

ttedo

and

indicate the modelling frameworks assessed.

di

fference

IPCC SR1.5

bet weer

Study/model name | Key focus | Reference papers oo | 83| 8 §
=5 | cE| g3
Q=2 c g c w0
Tol| 95 Q 0
o c Q5 O @©
Multi -model studies
SSPx1.9 Development of new community scenarios based ol Riahi et al.(2017) 6 126 126
thefull SSP framework limiting endf-century Rogelj et al(2018)
radiative forcing to 1.9 W
ADVANCE Aggregate effect of the INDCs, comparison to optin| Vrontisi et al.(2018) 9(6) | 74 55
2°C/1.5°C scenarios ratcheting up after 2020.
Decarbonisation bottlenecks and the effects of Luderer et al(2018)
following the INDCs until 2030 as opposed to
ratcheting up to optimal ambition levels after 2020 i
terms of additional emissions locked in. Constraint (
400 GtCQ emissions from energy and industry over
2011-2100.
CD-LINKS Exploring interactions between climate and sustaing McCollum et al.(2018) | 8 (6) | 36 36
development policies with the aim to identify robust
integral policy packages to achieve all objectives.
Evaluating implications of shoeterm policies on the
mid-century transition in 1.5°C pathways linking the
national to the global scale. Constraint of 400 GCO
emissions over 2012100.
EMF-33 Study of the bioenergy contribution in deep mitigatiq Baueret al.(2018) 11 183 86
scenarios. Constraint of 400 Gtg&@missions from 5)
energy and industry over 202100.
Singlemodel studies
IMAGE 1.5 Understanding the dependency of 1.5&hways on | van Vuuren et a(2018) 8 8
negative emissions
IIASA LED A global scenario of Low Energy Demand (LED) for| Grubler et al(2018) 1 1
(MESSAGEIx) Sustainable Development below 1.5°C without
Negative Emission Technologies.
GENeSYSMOD Application of the OperSource Energy Modelling Loffler et al.(2017) 1 0
System to the question of 1.5°C and 2°C pathways.
IEA WEO World Energy Outlook. OECD/IEA and IRENA 1 1
(2017)
OECDI/IEA ETP Energy Technology Perspectives. IEA (2017) 1 0
PIK CEMICS Studyof CDR requirements and portfolios in 1.5°C | Strefler et al(2018a) 7 7
(REMIND) pathways.
PIK PEP Exploring shortterm policies as entry points to globa Kriegler et al.(2018) 13 13
(REMIND-MAgGPIE) | 1.5°C pathways.
PIK SD Targeted policies to compensate risk to sustainable| Bertram et al(2018 12 12
(REMIND-MAgGPIE) | development in 1.5°C scenarios.
AIM SFCM Sociceconomic factors and future challenges of the| Liu et al.(2017) 33 33
goal of limiting the increase in global average
temperature to 1.5°C.
C-Roads Interactions between emissions reductions anlgiocar | Holz et al.(2018) 6 6
dioxide removal.
PIK EMC Luderer et al(2013) 8 8
MESSAGE GEA Rogelj et al(2013a, 10 10
2013b, 2015)
AIM TERL The ontribution of transport policies to the mitigatio| Zhang et al(2018) 6 6
potential and cost of 2
MERGEETL The role of Direct Air Capture and Stora@ACS) in | Marcucci et al(2017) 3 3
1.5°C pathways.
Shell SKY A technically possible, but challenging pathway for | Shell International B.V. 1 0

society to achieve the goals of the Paris Agreement]

(2018)
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2.SM.1.3.4 Data collected

A reporting template was developed to facilitate the collection of standardized scenario results. The template
was structured in nine categories, and each categ
iAiHi ghi tpyy i (0oTTi er 1) 06, #AMedium priority (Tier 2)0, al
collect input assumptions on capital costs to facilitate the comparison across enginaseithgnodel#n

overview and definitions of all variables will beade available as part of the database publication.

Table 2.SM.10:Number of variablegtime series of scenario results) per category and priority. leve

Category Description Mandatory | High priority | Medium priority | Other | Total
(Tier 0) (Tier 1) (Tier 2)
Energy Configuration of the energy system (f 19 91 83 0 193
the full conversion chain of energy
supply from primary energy extraction
electricity capacity, to final energy usé
Investment | Energy system investment expenditu 0 4 22 17 43
Emissions Emissions by species and source 4 19 55 25 103
CCs Carbon capture and sequestration 3 10 11 8 32
Climate Radiative forcing and warming 0 11 2 8 21
Economy GDP, prices, policy costs 2 15 25 7 49
SDG Indicators on sustainable developmer 1 9 11 1 22
goalsachievement
Land Agricultural production & demand 0 14 10 5 29
Water Water consumption & withdrawal 0 0 16 1 17
Capital Major electricity generation and other 0 0 0 31 31
costs energy conversion technologies
Total 29 173 235 103 540
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2.SM.1.4Scenario classification

A total of 529 scenarios were submitted to the scenario database. Of these, 14 scenarios did not report results
until the end of the century aathadditional 80 scenarios did not report the required emissions species.

During the validation and diagnostics, 24 scenarios were excluded because of i@&Qadressions from

the landuse sector by 2020 (s&ection 2SM.1.3). Therefore, the analysis this report is based on 41

scenarios, of which 90 scenarios are consistent with 1.5°C at the end of the century and 132 remain below
2°C throughout the centurndt includingthe 90 scenariahat are deemetbnsistent with 1.5C). Table

2.SM.11 providesan overview of the number of scenarios per class. TaBM.22 provides an overview of
geophysical characteristics per class.

Table 2.SM.11:Overview of pathway class specifications

Pathway | Class name Short name MAGICC exceedance | Number of scenarios
group combined classes probability filter
1.5°C Below 1.5°C - P(1.5AC) O |0
Below 1.5°C Below1.5°C 0.34 < P(1.]9
1.5°C Return with low | 1.5°Glow-OS 0.5 < P(1.5/34
0s ANDP( 1. 5AC i
05

05<P( 1. 5AC) |10
AND 0.34 < P(1.5°C in

2100) O 0.5
1.5°C Return with high| 1.5°Ghigh-OS 0.67 < P(1.5°CAND 19
oS P(1.5AC in
0.67 < P(1.5°CAND 18
0.34 < P(1.5°C in 2100)

O 0.5
2°C Lower 2°C Lower-2°C P(2AC) (exdluding | 74
above)
Higher 2°C Higher2°C 0.34 < P(2A|58
(excluding above)
Above 2°C - 0.5 <P(2°C) 189

As noted in the chapter text, scenario classification was based on probabilistic temperature outcomes
assessed using the AR5 assessment of composition, forcing and climate response. Thegesamnted

within the MAGICC mode(Meinshausen et al., 2009, 2@) Whichwasusedin the samesetup as AR5

WGIII analyses. As discussed Section 2.2, updates in geophysical understanding would alter such results
were they incorporated within MAGICC, though central outcomes would remain well within the probability
distribution of the setup usedregseeSection 2SM.11).

Do Not Cite, Quote or Distribute 2A-27 Total pages100



ApprovalSession Chapter 2° Supplementary Material IPCC SR1.5

Table 2.SM.12:Geophysical characteristics of mitigation pathways derived at median peak temperature and at the end of the centugpo@h@MalEharacteristics of

overshoot for mitigatiopathways exceeding 1.5°C is given in the last two columns. Overshoot severity is the sum of degree warming years est@ediagtiie 2% century.

NA indicates that no mitigation pathways exhibits the given geophysical characteristics. Radiatigerfairics are: total anthropogenic radiative forcing (RFall); @@ative
forcing (RFCQ), and norCO; radiative forcing (RFnonCg. Cumulative CO2 emissions until peak warming or 2100 are given for submitted (Subm.) and harmonized (Harm.)
IAM outputs and are rounded at the nearest 10 GICO

Geophysical characteristics at peak warming Geophysical characteristics in 2100 Geophysical characteristics of the
temperature overshoot
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15 2041 423 2.9 2.3 0.6 2044 480 470 45 376 1.8 1.6 0.3 16
(1.4, |(2040, | (419, | (7, |22 |(0.4, | (2037, |(470, | (450 (39, |54, |1( |67, | @8, | (@5 |(.2, |180(10,| 1505, | (12, |3 (2, | 1(0,
Below1.5°C 5|15 |2048) |430) [2.9) [2.3) |07) |2054) |500) |[e600) |49) |7) |1) |[386) |2.1) |18 |04) |270) |260) |24) |[6) [1) |NaN |NaN NaN | NaN | NaN
1 2048 431 3.0 2.4 0.6 2050 620 630 60 10 380 2.1 1.7 0.3 250 ¢ 260 ¢ 28 2035 27
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2.SM.1.5Mitigation and SDG pathway synthesis

The Chapter 2 synthesis assessnieed Figure 2.28)f interactions between 1.5°C mitigation pathways and
sustainable development or Sustainable Development Goals (SDGS) is based on the assessment of
interactions of mitigation measures and Ssarried out by Chapter 5 (Section 5.4). To derive a synthesis
assessment of the interactions between 1.5°C mitigation pathways and SDGs, a set of clear and transparent
steps are followed, as described below.

- Table 5.1is at the basis of all interactionensideredetween mitigation measures and SDGs.

- A condensed set of mitigation measures, selecting and combining mitigation measures from Table
5.1, is definedsee Table EM.13).

- If ameasure in the condensed Chaftsetis a combination of multiple mitigation measures from
Table 5.1, the main interaction (synergies, synergy or ‘éidéradeoff) is based on all interactions
with 3* and 4* confidence in Table 5.1. If no 3* or 4* interactions are available, lower cooéde
interactionsare considered available.

- The resulting interaction is defined by the interaction of the majority of cells

- If one cell shows a diverging interaction and this interaction has 3* or more confidence level, a
fisyner gy fdro tiomsaabesideed.

- If all interactions for a given mitigation measure and SDG combination are the same, the resulting
interaction is represented with a bold symbol.

- If all 3* and 4* interactions are of the same nature, but a lower confidence intefaajmposite,
the interaction is represented with a regular symbol.

- Confidence is defined by the rounded average of all available confidence levels of the predominant
direction (rounded dowr* confidence in Table 5.k alsoreported ag* in the Chaper 2
synthesiy

- If ameasure in Table 5i4 assessed to result in either a neutral effect or a synergy eoffathe
synergy or tradeff is reportedn the Chapter 2 synthesibut the confidence level is reduced by one
notch.

To derive relative synerggisk profiles for the four scenario archetypes used in Chapter 2 (S1, S2, S5, LED,
see Sections 2.1 and 2.3), the relative deployment of the selected mitigation measures is used. For each
mitigation measure, a proxy indicatorised (sedable 2SM.14). The proxy indicator values are displayed

on a relative scale from zero to one where the value of the lowest pathway is set to the origin and the values
of the other pathways scaled so that the maximum is one. The pathwaysowjtlingiicators values that are
neither O nor 1, receive a 0.5 weighting. These 0, 0.5, or 1 values are used to determine the relative
achievement of specific synergies or tradis per SDG in each scenario, fiymmatiorof each respective
interaction typgsynergy, trad®ff, or synergyor tradeoff) over all proxy indicators. Ultimately these sums

are synthesized in one interaction based on the majority ehgractions (synergy, traewf, or synergyor
tradeoff). In cases where both synergiesamdéo f f s ar e i denti fiodd, time ed ar
attributed.
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Table 2.SM.13:Mapping of mitigation measures assessed in TablefSChapter 5 to the condensed set of mitigation

Chapter 2 Technical Annex

measured used for the mitigati®DG synthesis of Chagt 2.

Table 5.1 MITIGATION MEASURES SET

Chapter 2 CONDENSED SET

wind, hydro

Demand| Industry Accelerating energy efficiency | DEMAND: Accelerating energy efficiency improvements in end use
improvement sectors
Lowcarbon fuel switch DEMAND: Fuslwitch and access to modern lesarbon energy
Decarbonisation/CCS/CCU Not included
Buildings Behaviouratesponse DEMAND: Behavioural response reducing Building and Transport de
Accelerating energy efficiency | DEMANDAccelerating energy efficiency improvements in end use
improvement sectors
Improved access & fuel switch | DEMAND: Fuel switch and access to moderndavibon energy
to modern lowcarbon energy
Transport Behavioural response DEMAND: Behavioural responselucing Building and Transport demal
Accelerating energy efficiency | DEMAND: Accelerating energy efficiency improvements in end use
improvement sectors
Improved access & fuel switch | DEMAND: Fuel switch and accessiadern lowcarbon energy
to modern lowcarbon energy
Supply | Replacing coal | Nortbiomass renewables: solaj SUPPLY: Ndsiomass renewables: solar, wind, hydro

Increased use of biomass

SUPPLY: Increased use of biomass

Nuclear/Advanced Nuclear

SUPPLY: Nuclear/Advanced Nuclear

CCS: Bio energy

SUPPLY: Bioenergy with carbon capture and storage (BECCS)

Advanced coal

CCS: Fossil

SUPPLY: Fossil fuels with carbon capture and storage-G&S)|

Land & | Agriculture & Behavioural response: DEMAND: Behavioural response: Sustainable healthy diets and redu
Ocean | Livestock Sustainable healthy diets and | food waste
reduced food waste
Land based greenhouse gas | LAND: Land basepgeenhouse gas reduction and soil carbon
reduction and soil carbon sequestration
sequestration
Greenhouse gas reduction fronf LAND: Greenhouse gas reduction from improved livestock productior|
improved livestock production | manure management systems
and manure management
systems
Forest Reduced deforestation, REDD{ LAND: Reduced deforestation, REDD+, Afforestation and reforestatig
Afforestation and reforestation | LAND: Reduced deforestation, REDD+, Afforestation and reforestatid
Behavioural response Notincluded
(responsible sourcing)
Oceans Ocean iron fertilization Not included
Blue carbon Not included
Enhanced Weathering Not included
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Table 2.SM.14:Mitigation measure and proxy indicators reflecting relative deployment of given measure across
pathway archetypes. Values of Indicators 2, 3, and 4 are inverse related with the deployment of the respective measures.

Mitigation measure Pathway proxy
Group description number | description
Demand Accelerating energy efficiency| 1 Compound annual growth rate of primary energy (PE) to
improvements in end use final energy (FE) conversion from 2020 to 2050
sectors
Behavioural response reducin{ 2 % change in FE between 2010 and 2050
Building andl'ransport
demand
Fuel switch and access to 3 Year2050 carbon intensity of FE
modern lowcarbon energy
Behavioural response: 4 Year2050 share of notivestock infood energy supply
Sustainable healthy diets and
reduced food waste
Supply Non-biomass renewables: 5 Year2050 PE from nobiomass renewables
solar, wind, hydro
Increased use of biomass 6 Year2050 PE from biomass
Nuclear/Advanced Nuclear 7 ear-2050 PE from nuclear
Bioenergy with carbopapture | 8 Year2050 BECCS deployment in GICO
and storage (BECCS)
Fossil fuels with carbon 9 Year2050 FossiCCS deployment in GteO
capture and storage (fossil
CCS)
Land Land based greenhouse gas | 10 Cumulative AFOLU g@missions over the 2020100 period
reduction and soil carbon
sequestration
Greenhouse gas reduction 11 CH and NO AFOLU emissions per unit of total food energ
from improved livestock supply
production and manure
management systems
Reduced deforestation, 12 Change in global forest area between 2020 and 2050
REDD+Afforestation and
reforestation
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2.SM.2 Part 2

Contributing modelling framework reference cards

For each of the contributing modelling frameworks a reference card has been created highlighting the key
features of the model. These reference cardsitiner based on information received from contributing
modelling teams upon submission of scenariogh® SR1.5 database, or alternatively drawn from the
ADVANCE IAM wiki documentation, available &ittp://www.fp7advance.eu/content/modgbcumentation

and updated. These reference saack provided in pag of this Supplementary Material

2.SM.2.1Reference cardi AIM -CGE

About
E  Name and version
AIM-CGE
E Institution and users
National Institute for Environmental Studies (NIES), Japan

Model scope and methods
E  Objective
AIM/CGHs developed to analyse the climate mitigation and impact. The energy system is disaggregated to
meet this objective in both of energy supply and demand sides. Agricultural sectors have also been
disaggregated for the appropriate land use treatment. Thelelés designed to be flexible in its use for global
analysis.
E  Concept
General Equilibrium with technology explicit modules in power sectors
E  Solution method
Solving a mixed complementarity problem
E  Anticipation
Myopic
E  Temporal dimension
Base year: 20Q3ime steps:Annual,horizon: 2100
E  Spatial dimension
Number of regions17
1. Japan
2. China
3. India
4. Southeast Asia
5. Rest of Asia
6
7
8

Oceania
EU25
. Rest of Europe
9. Former Soviet Union
10. Turkey
11. Canada
12. United States
13. Brazil
14. Rest of South America
15. Middle East
16. North Africa
17. Rest ofAfrica

E Policy implementation
Climate policy such as emissions target, Emission permits trading and so on. Energy taxes and subsidies
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